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ABSTRACT

Stereotypes are a pivotal factor in determining our behavior towards
robots. However, little is known about the underlining content of
stereotypes towards these agents. Research has identified warmth
and competence as two central dimensions of stereotype content
around which people anchor their perception about others. Conse-
quently, our goal with this study was to analyze in an entertainment
group context, how autonomous robots, displaying high and low
levels of competence and warmth, and different roles (opponent ver-
sus partner), are perceived in terms of warmth and competence and
to what extent these variables affect users’ emotional responses and
can be leveraged to predict future intention to work with robots.
Additionally, we observed an effect of perceived warmth and
competence in admiration, pity and contempt towards robots.
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1 INTRODUCTION

Stereotypes play a pivotal role in the way we perceive and respond
to other social agents [31]. In group contexts, stereotypes can affect
the extent to which we trust [31] and identify with other people [36]
and, thus, have an important impact on how we behave towards
them [14, 34]. In Human-Human Interactions (henceforth, HHI),
warmth and competence have been universally and repeatedly
identified as two central categories of stereotype content, around
which people organize and construct their perceptions about others
[21, 22]. Likewise, stereotypes have also been found to hold a key
role in Human-Robot Interactions (hereinafter, HRI). In particular,
past research has hinted at an effect of stereotypes on several im-
portant dimensions of HRI, such as robot acceptance [55] and robot
perception [29]. However, past research on HRI considering the
role of stereotypes has focused predominantly in gender stereo-
types and, thus far, has not payed much heed to the fundamental
dimensions of stereotype content that can help predict the users’
emotional and behavioral responses towards robots. In this study,
our goal is to analyze how different levels of warmth and compe-
tence displayed by autonomous robotic agents can influence the
users’ perceptions, emotions and willingness to interact again with
robots in the future. To achieve this purpose, we devised a scenario
involving two humans and two autonomous robots displaying dif-
ferent levels of warmth and competence (high and low) interacting
with each other either in the role of partners or opponents. The
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results of our study suggested that participants are able to create
stereotypes about robots based on their level of warmth and com-
petence and that different perceived combinations of these traits
result in different emotional responses of users. In addition we also
observed that the levels of warmth and competence can predict a
users’ intention to interact with robots in the future and that the
participants’ perceptions about robots (in terms of warmth and
competence) present a certain degree of endurance.

2 THE ROLE OF STEREOTYPES IN
HUMAN-ROBOT INTERACTIONS

In recent years, the CASA (Computers Are Social Actors) paradigm
has emerged as a stepping stone in HRI research by ushering in
the idea that people often perceive and behave towards robotic and
virtual agents in similar ways to those they perceive and behave
towards other people [24, 44]. By suggesting that humans often
apply social HHI constructs to HRI, this paradigm has placed the
emphasis on creating increasingly life-like robots that can com-
municate with humans in social instinctive manners [24]. To do
so, researchers in social robotics have begun to explore how the
inclusion of certain human characteristics (such as personality) in
robots can contribute to improve HRI, by being able, for example,
to improve robots’ acceptance or likability [26, 54].

In HHI, the stereotypes individuals develop and apply to make
sense of the world have been thoroughly studied in regards to their
effects on people perception. In this area, stereotypes are usually
framed in terms of implicit personality theory and constitute social
heuristics that due to their general acceptance, are considered as
part of an ordinary process of social cognition [7]. These heuristics
can be understood as a part of a larger set of social knowledge struc-
tures that guide the interpretation of other people’ behavior and
are, thus, relevant predictors of behavior [6, 7, 27]. Given the impor-
tance of stereotypes in HHI, researchers have begun to examine the
role played by these social heuristics in HRI [56, 59, 60]. Previous
studies have suggested that people tend to judge robots of the oppo-
site gender more positively than same gender robots in dimensions
like trustworthiness [53]. Gender stereotypes have also been found
to have an effect in the perception of task suitability. For example,
[55] found that, along with personality, gender is an important pre-
dictor of users’ acceptance of robots in certain gender stereotyped
roles. Robots displaying different genders also tend to be associated
with different personality traits, with female robots being perceived
as more communal whereas male robots tend to be perceived as
more agentic [29]. The mapping of how these gender stereotypes
influence HRI has been argued to help in the design of robots which
can evoke increased user acceptance [29, 53]. However, an investi-
gation in to the transversal and fundamental content of stereotypes
is still lacking. The need to generate or test systematic dimensions
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of HRI has been outlined by some authors and its’ usefulness stems
from the fact that it allows the creation of robots that can evoke
pre-determined responses. That, in turn, allows robots to engage
in more successful interactions with users [38]. In this sense, we
believe that a good starting point to achieve this end, can come from
attempts to assess how models of stereotypes in psychology fare
when predicting peoples’ responses towards robots. These models
can then be leveraged in HRI by proposing an association between
specific traits and behavioral and emotional outcomes. However, if
we are going to apply models of stereotypes to HRI, it is important
to acknowledge some fundamental assumptions [4, 44].

First, we assume that people tend to develop multiple stereotypes
(i.e. shared images) that follow some form of social categorization,
conveying both an ontological norm (about what someone is) and
a deontological norm (about what someone should be or behave).
Second, these stereotypes tend to follow a top-down logic (i.e. gener-
alizations about the characteristics associated with a certain group
of people tend to be extrapolated to the individuals that are mem-
bers of those groups). Finally, these stereotypes can consistently
affect peoples’ behavior and that, robots playing social roles can
evoke consistent stereotypes from users. By considering the above
assumptions, it is important to examine how dimensions of stereo-
type content can be applied to HRI, what is their meaning and how
they can be leveraged in these scenarios.

3 THE STEREOTYPE CONTENT MODEL

As the process of stereotyping others is often described as auto-
matic and mostly unavoidable [9] and given its’ central role in
determining the way we perceive and behave both towards other
people [23, 30], stereotypes seem to be of central importance in
HRL

Generally, stereotypes have been defined as a form of gestalt
view of personality perception, with some authors suggesting that
certain traits hold a central role in the way we organize our per-
ception of other agents [4, 5, 21]. Namely, in this regard, warmth
and competence have been suggested to be important instances of
stereotype content and are the two main dimensions of the Stereo-
type Content Model (SCM) [19, 21, 22]. This model argues that
stereotypes have two main functional purposes: to inform the per-
son about a third party’s intent (warmth) and about his/her ability to
pursue that intent (competence). The usefulness of this model is that
each of these different stereotypes has been steadily associated with
certain emotional outcomes in HHI and has shown to be a good
predictor of behavior in some situations (see fig. 1). For example,
one area of HHI, which understanding has significantly benefited
from input within the stereotypes’ framework, has been the area
of gender stereotypes (for a review, see [28]). These findings in
HHI assume a double importance to better understand HRI. On one
hand they constitute stable representations of the way in which
people from different genders are perceived and can contribute to
explain gender stereotypes in robots. On the other hand, they pro-
vide reliable general guidelines to orient a social design of robots
that takes into account the role of stereotypes in shaping the users’
behavior [19]. Thus, it is important to focus on stereotype content

as it allows us to determine "..who gets placed in what categories

[of stereotypes] and why, and what attributes are associated with the
various categories an why" [61](p. 80).

Figure 1: Emotional responses and relational dynamics as
a function of different combinations of stereotype dimen-
sions, adapted from [21]).
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4 TYPES OF STEREOTYPES AND THEIR
EMOTIONAL AND BEHAVIORAL
CONSEQUENCES

The SCM proposes the existence of qualitatively different dimen-
sions of stereotype. These dimension are based on disparate percep-
tions of status and interdependence among individuals (collabora-
tion and competition) [19]. More specifically, this model postulates
that warmth and competence are the two central categories of
stereotype content and that the conjugation of different levels (i.e.
low and high) results in four distinct types of stereotypes. Firstly,
contemptuous stereotypes are usually associated with groups that
are perceived both as incompetent and cold (i.e. low warmth) [20-
22]. Emotional responses associated to these groups include high
feelings of contempt and disgust, often associated to dispositional
attributions to explain another’s negative outcomes, and therefore
are perceived as being controllable by the individual (i.e. He/She
deserved it!) [21]. Consequently, the behavioral responses to groups
categorized in this quadrant include both active and passive harm
(e.g: distancing or rejecting) [13, 48, 49]. Secondly, envy often occurs
toward groups that are perceived as being highly competent but
less warmth [21, 22, 30]. In these cases, envy is usually associated
to a perception of unfair gains accompanied by other negative feel-
ings (e.g. injustice, resentment) and positive feelings (e.g. respect,
acknowledgement) [20-22]. These emotional ambivalence is hy-
pothesized to be linked to a behavioral ambivalent response, which
can include both passive facilitation (when the emotional response
is mostly comprised of respect) or active harm (when the perception
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of injustice is predominant). Thirdly, paternalistic stereotypes are
associated to groups who are perceived low on competence and
high on warmth [21, 22, 30]. Individuals and groups stereotyped
in a paternalistic way tend to be perceived as not harmful, with
neither the intention to cause harm nor the ability to do so. Similar
to contemptuous, these stereotypes are associated to ambivalent
emotional and behavioral responses. Also, negative outcomes by
target groups of this stereotype category tend to be perceived as
uncontrollable[20-22]. These perceptions often lead to feelings of
pity, involving sadness or compassion, which, in turn, may lead
to active facilitation driven by empathy (e.g: provide help) or by
passive harm, driven by sadness (e.g: denying help). Finally, ad-
miration stereotypes are directed to groups whose achievements
do not subtract or threaten the individuals’ own goals. In terms
of behavioral responses, target groups of this category generally
trigger passive and active facilitation, because they are viewed by
others with admiration and respect [21]. Feelings of admiration
and pride tend to evoke positive reactions from other people and
motivate positive contact and collaboration [1, 41].

In summary, groups perceived high in warmth will evoke active
facilitation and prevent harmful behaviors, whereas high perceived
competence will foster passive facilitation (e.g: collaboration) and
prevent passive harm (viz. exclusion) [21].

5 THE SPECIFICITIES OF GROUP
INTERACTIONS AND ENTERTAINMENT
SCENARIOS IN HRI

A large bulk of research in HRI has been devoted to understand how
multiple factors influence the establishment of HRI at an individual
level. Although this question is, by itself, an interesting avenue
of research, it contrasts with the natural human environments in
which robots are being introduced [38, 45, 47]. More specifically,
these real world environments can vary broadly in terms of struc-
ture and number of users [57] and thus, require robots that are
designed with the specificities of group HRI in mind [38]. Group
interactions are fundamentally different from interpersonal inter-
actions because they add complexity to the analysis of the social
exchanges [39]. The significance of exploring this type of setting
comes from the idea that the sheer number of robots in an interac-
tion can affect the relational dynamics among members of a group
[32, 50]. Indeed, previous studies in HRI suggest the existence of
different interaction patterns in group contexts, in comparison to
those observed in one-on-one interaction settings [18, 32, 50].
Additionally, much of the research in HRI has been oriented
towards identifying the factors that predict successful collabora-
tion between humans and robots [10-12, 16]. However, research in
HHI (and to a lesser extent, in HRI) has suggested that individuals
and groups often establish different relationship dynamics that go
beyond collaboration [11, 15, 25, 55] and that these different dy-
namics are associated with distinct behavioral patterns [15, 25, 46].
For example, in the context of gaming, research suggests that col-
laborative and competitive gaming are capable of evoking different
behaviors from players. More specifically, whereas some studies
suggest that competitive gaming increases aggression when com-
pared to collaborative gaming [51], collaborative strategies have
been associated to increased cohesion and positive socioemotional
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behaviors between members of a group [2]. This is relevant to our
study because it relates to the perceived status and social goal ori-
entations associated with groups displaying different stereotypes,
and thus, it can have an effect on the development of stereotypes
about robots.

6 GOALS AND HYPOTHESIS

The aim of this study is to analyze how different levels of warmth
and competence, displayed by two autonomous robotic agents in
a group entertainment scenario, can impact the users’ feelings,
perceptions and future intention to work with robots. In addition,
we will analyze the role (partner or opponent) played by the robot
on users’ responses, which will include user’s feelings of admiration,
pity, envy and contempt directed at robots. Furthermore, we will
also analyze the stability of the participants’ recollections about
their perception of robots, approximately one week after the initial
interaction.
In this context, we made the following predictions:

e Warmth and Competence We expect that participants
would be able to distinguish the robots that display low
and high attributes of warmth and competence. Thus, is is
expected that the high competent robot will be perceived as
being more competent than the low competent robot (H1),
whereas the high warmth robot will be perceived as warmer
than the low warmth robot (H2).

e Collaborative and Competitive Interactions We expect
that participants’ perceptions about robots to be more favor-
able (i.e., higher in warmth and competence) when robots
play as partners than when they play as opponents (H3).

¢ Emotional Responses Based on the SCM, we expect that
a similar pattern of emotional responses in HRI, as the ones
that tend to occur in HHI, as displayed in figure 1. In par-
ticular, we expect both warmth and competence to have
an effect in the participants’ emotional responses towards
robots (H4). More specifically, we expect to observe a higher
degree of admiration felt towards robots displaying high
levels of competence and warmth (H5) and a higher level
of contempt towards robots displaying low levels of these
traits (H6). Additionally, we expect to observe more feelings
of pity directed at robots displaying high levels of warmth
and low levels of competence (H7) and more feelings of envy
directed at robots displaying the opposite pattern of these
traits (HS8).

¢ Future Intention to Interact with Robots We expect to
observe a higher intention to interact with robots displaying
high levels of competence, in the conditions in which warmth
is maintained stable (low or high; H9) and a higher intention
to interact again in the future with robots displaying high
levels of warmth, when the level of competence is maintained
stable (H10).

e Recall of Perceptions about Robots We expect to observe
a certain degree of stability in the stereotypes developed
about robots. More specifically, we expect participants to
be able to correctly recall the stereotypes generated about
robots, one week after initially interacting with them (H11).
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7 METHOD
7.1 Sample

A convenience sample of 54 participants (37 men, 17 women) was
recruited in the campus of a major technological institute. Partici-
pants were in average 24 years old (SD = 6 years) and approximately
82% reported having superior education.

7.2 Task and Robots

To test our hypotheses, an entertainment card-game scenario was
devised. The task consisted of a traditional Portuguese card-game,
called Sueca, involving 4 players (two robots and two humans).
Players were teamed up in pairs and competed with the other pair
of players, while collaborating with the other member of the pair
they were assigned to. The rules and game events for this particular
game can be consulted in [ANONYMIZED FOR REVIEW]'. This
game was chosen because it is a group scenario which involve
both collaborative and competitive relational dynamics. To play the
game we used two robots with similar embodiments (Emys heads)
capable of both playing the game and autonomously interact with
the other players. The robots were attached to a multi-touch screen
table used as the game interface. In addition, we used a standard
French deck of cards with imprinted fiducial markers that were
recognized by the table, and two audio columns (placed by the side
of each robot) to transmit its verbal interactions. Finally, two video
cameras were used to record the interactions, but these records will
not be addressed here.

7.3 Manipulation

To analyze the effects of warmth and competence on the relational
dynamics during the HRI, we used two robots displaying different
levels of these traits (high and low). Each of these variables was
manipulated as follows:

o Warmth: Warmth was manipulated through the utterances
displayed by the robot. The validation of these utterances
can be found in section 8.1 and examples of the utterances
can be consulted in table 1. A full list of utterances can also
be consulted in [ANONYMIZED FOR REVIEW]?

e Competence: Competence was manipulated through the
algorithm to play the game. We implemented the Perfect
Information Monte Carlo algorithm, proposed by [33] and
successfully implemented for this card game in [17]. The
manipulation is a consequence of changing the returning
instruction to either maximize or minimize the average sim-
ulated reward, in order to produce a high or low competence
level, respectively.

To validate this manipulation we run an agent-based simula-
tion of 500 independent games with the following configu-
ration: a team of a low-competence agent and a rule-based
agent, against a team of a high-competence agent and a rule-
based agent. According to previous results by Correia et al.,
the rule-based agent achieved similar results to an average
human player in their experiments, therefore it is expected

1See: ANONYMIZED LINK
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that this setting will simulate the mix of two levels of com-
petence in our experiment. In the agent-based simulations,
the team with a high-competence agent won 96.4% of the
games, revealing the effectiveness of our manipulation.

Each participant played as a partner of one of the two robots in
each condition, and was randomly assigned to one of four condi-
tions of the game in which the two robot players were programmed
to display:

(a) distinct levels of warmth (high versus low), but similar low
levels of competence; (b) distinct levels of warmth (high versus
low), but similar high levels of competence; (c) distinct levels of
competence (high versus low), but similar low levels of warmth; (d)
distinct levels of competence (high versus low), but similar high
levels of warmth.

More specifically, we alternated within and between subjects
manipulation of high and low levels of competence. In the two first
groups (a and b), competence was manipulated between groups,
whereas warmth was manipulated between groups. Adversely,
in groups (c) and (d) warmth was manipulated between groups,
whereas competence was manipulated within groups. In each con-
dition, participants played once with each robot (each displaying
different levels of the variable manipulated within groups).

7.4 Measures and Procedure

A request detailing the procedure of the present study was submit-
ted and accepted by the university’ Ethical Committee. Participants
were told that we were interested in analyzing how humans and
robots interacted in a group entertainment scenario and informed
consents were obtained from all participants before we begun the
experiment. After this, we gave a brief explanation to participants
of how to play the game using the touch table and the cards. Then
participants began playing with the robots and were instructed to
call the researcher (who was in an adjacent room) if any difficulty
arose. At the end of a set of three games, participants evaluated both
robots (partner and opponent) in terms of competence (4 items, e.g:
competent) and warmth (4 items, e.g: good-natured), and an addi-
tional 4 filler items e.g: (tolerant) using a 7 point Likert-like scale
(1-"Does not describe well" to 7-"Describes it perfectly”). These items
were retrieved from the list of adjectives used in [19] and translated
to the native language and were presented to the participants

Additionally, they indicated how much each feeling from a list of
4 feelings (pitty, envy, admiration and contempt) corresponded well
or not to the way they felt about the robots that they had interacted
with (both the robot that played as partner and the one that played
as an opponent), using a similar scale to that described before.

After filling this initial questionnaire, participants were requested
to switch partners and play an additional set of three Sueca games
with the other robot. After ending this final round, participants were
asked to evaluate the robots again using the same set of questions
used in the first round.

In the end, we asked participants to fill a sociodemographic
questionnaire for sample characterization. Participants were then
thanked for their collaboration with a movie ticket voucher and re-
quested to indicate their e-mail address so that they could respond
to some follow-up questions. Overall, participants took approxi-
mately one hour and a half to complete the experiment.
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One week after the study, participants were contacted via e-mail
and asked to fill a short online questionnaire (via Qualtrics platform)
about their interaction with the robots in this study. After receiving
this e-mail, participants were given three week days to respond.
In this questionnaire, participants were requested to indicate the
final result of both of the sets of three games they played with each
robot (a total of 6 games) and were given four options: (a) "Our
team lost", (b) "Our team won", (c) "The game ended with a tie" and
(c) "The game ended because one of the teams renounced".

Finally, we requested participants to indicate how much each
of the robots was friendly and competent at playing Sueca. After
responding to these follow-up questions, participants were then
thanked again for their participation and given the researchers’
e-mail in case they wanted additional information about the study.

8 RESULTS
8.1 Character Validation

A convenience sample of 13 participants (7 female and 5 female,
average age=28, S.D.=5) was recruited and shown video-recorded
interactions of people interacting with two robots in the context of
a card-game scenario. Each one of the robots displayed low or high
levels of warmth and each participant observed a total of 20 (10 per
condition) interactions consisting of verbal utterances randomly
selected from the verbal repertoire embedded in each of robots>.
After observing each set of interactions, participants were asked to
evaluate on a 7-point scale (1=Does not describe well to 7=Describes
it perfectly) how much, each of the robots’ behavior was accurately
described by a list of 8 adjectives reflecting different traits associated
with warmth and competence (e.g: competent and affectionate, re-
spectively) adapted from [19]. A paired samples t-test of the results
yielded significant differences across all dimensions. Considering
previously established guidelines for the interpretation of the val-
ues for Cronbach’ Alpha, all the scales used presented acceptable
to excellent levels of reliability ranging from .56 to .91. As expected,
the high warmth robot was perceived as being significantly warmer
(M=6.17, S.D.=0.54) than the low warmth robot (t(11)=24.18, p<.001;
M=2.56, S.D.=0.59), although it was also perceived as being less
competent (M=2.44, S.D.=0.54) compared to the low warmth robot
(M=4.18, S.D.=1.29; t(11)=-5.17, p<.001).

8.2 Data Analysis

Since this study involved analyses of HRI in a small group, the non-
independence among participants within groups must be taken into
account. Therefore, restricted maximum likelihood linear mixed-
model (LMM) analyses were run on each of the seven evaluation
parameters of the robots (perceived warmth, competence, pity, ad-
miration, envy, and contempt), using the manipulated repeated con-
ditions of Warmth (Low and High), Competence (Low and High)
and Partnership (Partner and Opponent). All of the interaction
terms between these three variables was estimated as fixed effects.
Besides running the LMM to account for the fact that participants
were nested within groups (i.e. each two participants belong to the
same group), thereby controlling for their potential mutual influ-
ence within the group, we also took into account for the fact that
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the repeated evaluations were nested within participants (i.e. both
robots were evaluated in each of the two sessions). A scaled identity
covariance was used for both the random effects of the group and of
the repeated measures, which is considered appropriate in studies
using repeated measures of short duration [35]. Because the IBM
SPSS statistical software (version 24) was used to run the LMM, the
Satterthwaite correction for calculating the degrees of freedom will
be reported. Results for the LMM 2 (robot’s warmth: high, low) X 2
(robot’s competence: high, low) X 2 (robot’s role: partner, opponent)
main effects and interactions on the outcomes are shown in Table
1.

8.3 Perception of Warmth and Competence

8.3.1 Perceived Warmth. The LMM vyielded a significant effect of
warmth, F(1, 170)=224,99, p<.001). As expected, the low warmth
robot was perceived as less warmer than the high warmth robot
(M=3.63, S.E.=0.135 and M=5.86, S.E.=0.134, respectively). Inter-
estingly, we also found a significant main effect of competence
on the perceived levels of warmth of the robots, F(1, 205)=4.54,
p=-034, indicating that the low competent robot was perceived as
being warmer (M=4.89, S.E.=0.133) than the high competence robot
(M=4.59, S.E.=0.130). Moreover, a significant interaction between
warmth and the role displayed by the robot, F(1, 176)=5.025, p=.024;
see table 1, indicated that the low warmth robot was perceived as
being less warm when it played as a partner (M=3.50) than as an
opponent (M=3.75). In contrast, the opposite pattern occurred for
the high warmth robot, which was judged as being warmer when
it played the role of partner (M 6.00) than when it played the role
of opponent (M=5.73), F(1, 203)=111.73, p<.001 .

8.3.2  Perceived Competence. As expected, the MLM for compe-
tence yielded a significant main effect of the competence displayed
by the robot (1). The robot that was programmed to display a high
level of competence was evaluated by participants as being more
competent than the robot displaying a low level of competence
(M=5.43, S.E.=0.172 versus M=3.32, S.E.=0.175). In addition, we also
found a main effect of warmth, F(1,196)=6.018, p=.015, indicating
that the high warmth robot was also perceived as being more com-
petent than the low warmth robot (M=4.59, S.E.=0.177 and M=4.15,
S.E.=0.178, respectively). However, an interaction effect between
warmth and competence also occurred, F(1, 179)=9.32, p=.003. No-
tably, in the condition in which both robots displayed a high level
of warmth, the low competent robot was perceived as being less
competent (M=2.90, S.E.=0.21) than in the condition in which both
robots displayed a low level of competence (M=3.76, S.E.=0.21).

In the condition in which both robots displayed high levels of
warmth, the same pattern was observed, with the low competence
robot being perceived as less competent than the high competence
robot (M=3.74, S.E.=0.21 and M=5.44, S.E.=0.20, respectively).

Finally, a significant two-way interaction between the robot’s
competence and role indicated that the low competent robot was
perceived as being less competent when it played the role of partner
(M=3.94) than when it played as an opponent (M=4.57; see table
1), whereas the high competent robot was perceived similarly in
terms of competence regardless of the role it played.
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Table 1: Results of the Multilevel moddeling on Warmth (W), Competence (C), and Role (Role) played by the robot in the
participants’ emotional responses and appraisals of warmth and competence (statistical significant level of p < 0.05 appear in

bold).
Predictors
Warmth (W) Competence (C)  Role (R) w*C W*R C'R W*C*R
Dependent Variable F Sig. F Sig. F  Sig. F Sig. F Sig. F Sig. F Sig.
Warmth 224.98 <.001 4.54 .034 0.01 .935 245 .119 5.20 .024 1.03 313 038 .540
Competence 6.02 .015 16985 <.001 2.09 .150 9.32 .003 323 .074 4.49 .036 0.12 .734
Pity 10.24 .002 0.50 479 195 .164 151 .220 0.65 420 1.10 .297 3.27 .072
Admiration 21.38 .000 1.77 185 0.53 467 0.17 677 8.62 .004 383 .052 6.28 .013
Envy 0.003 .955 3.49 .063 349 .063 298 .086 0.07 .797 0.83 .363 0.67 .415
Contempt 21.69 <0.001 0.15 703 2.03 .156 0.01 905 8.97 .003 148 .225 1.77 .186
8.4 Emotional Responses 8.5 Future Intention to Work with Robots

8.4.1 Admiration. Overall, we found a main effect of warmth in-
dicating that participants felt more admiration towards the high
warmth robot than towards the low warmth robot (M=4.42, S.E.=0.24
and M=3.09, S.E.=0.25) (see table 1). Moreover, a significant interac-
tion between warmth and competence was found, F(1, 180)=6.139,
p=-014. In the condition in which robots displayed low levels of
warmth, participants felt more admiration towards the high com-
petent robot (M=3.87, S.E.=0.33) than towards the low competence
robot (M=3.20, S.E.=0.34). In contrast, in the condition in which
both robots displayed a high level of warmth, participants felt more
admiration for the low competence robot (M=4.18, S.E.=0.33) than
for the high competence robot (M=3.68, S.E.=0.33).

8.4.2 Pity. For Pity, the MLM yielded a significant main effect of
warmth, indicating that the robot displaying a high level of warmth
evoked more pity than the low warmth robot (M=3.18, S.E.=0.24
and M=2.29, S.E.=0.24, respectively). No other significant main or
interaction effects were found for the participant’s feelings of pity
((see table 1).

8.4.3 Contempt. The MLM for this dimension yielded a significant
effect of the warmth displayed by the robot, F(1, 114)=4.22, p=.042.
More specifically, robots displaying low levels of warmth evoked
more contempt (M=3.22, S.E.=0.23) than robots displaying high
levels of this trait (M=2.61, S.E.=0.23). The interaction between
warmth and the role displayed by the robot also indicated that
participants only felt more contempt for the low warmth robot
(M=3.76) than for the high warmth (M=1.79) when the robot was
their partner (see table 1).

8.4.4 Envy. The display of different levels of warmth and compe-
tence by the robots has not influenced participant’s envy towards
the robots (see table 1). Thus, both the high (M=1.95, S.E.=0.16)
and low competence (M=2.07, S.E.=0.16), as well as high warmth
(M=1.99, S.E.=0.16) and low warmth (M=2.03, S.E.=0.17) attributes
of the robots seemed to evoked similar low levels of envy in par-
ticipants. Robots playing as partners (M=1.86, S.D.=.154) and as
opponents (M=2.16, S.E.=0.15) also evoked similar low levels of
envy, F(1, 182)=2.851, p=.093. No interactions were found between
the independent variables.

To analyze participants’ future intention to work with robots, we
conducted a MLM in which we compared the four conditions (corre-
spondent to each combination of high and low levels of warmth and
competence). This analysis yielded yielded significant differences
between all conditions (F(3, 203)=36.63, p<.001). In particular, par-
ticipants displayed a higher willingness to interact again with the
robot displaying high levels of warmth and competence (M=5.82,
S.E.=0.33), than with the robots displaying high warmth and low
competence (M=4.51, S.E.=0.33). Furthermore, participants also pre-
ferred to interact again with the latter (i.e. high warmth and low
competence robot) than with the robot displaying low warmth and
high competence (M=3.50, S.E.=0.33). Consequently, the lowest in-
tention to interact again in the future, was directed at the robots
displaying low warmth and low competence (M=2.12, S.E.=0.34).

8.6 Recall of Perceptions about Robots

Twenty-nine participants responded to a brief online questionnaire
about the experiment, approximately one week and a half after
their collaboration. Overall, 54,6% were able to correctly remem-
ber the score of each game. Paired t-test were used to compared
participants’ recall of the competence and warmth displayed by
each robot, in each role. In the two conditions in which partici-
pants played with both the high and the low warmth robots, no
differences were found for perceived warmth, both when the ro-
bot played as a partner, t(11)=-1.24, p=.241, and when it played
as an opponent, t(11)=-.76, p=.463. Furthermore, for participants’
recall of competence, the high competent robot was reported as
being more competent than the low competent robot, in both role
conditions: as a partner t(11)=-2.46, p=.032, M=4.58, S.D.=0.99 and
M=3.08, SD=1.50, respectively; and as opponent, t(11)=-6.69, p<.001,
M=5.08, S.D.=1.16 and M=2.25, S.D.=86, respectively.

Moreover, when comparing participants’ recall of the warmth
and competence displayed by the robots in the conditions in which
the competence was maintained stable (high or low) within groups,
we observed a difference between the two robots, both when they
played as partners (t(16)=-3.85, p=.001) and as opponents (t(16)=-
6.93, p<.001). More specifically, the high warmth robot was remem-
bered as being warmer (M=5.71, S.D.=1.26 and M=5.47, SD=1.37,
respectively) than the low warmth robot (M=2.71, S.D.=1.21 and
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M=2.53, S.D.=1.18, respectively). Additionally, we also found dif-
ferences on participants’ recall of the levels of competence dis-
played by the robots, both when they played as partners, t(16)=-3.85,
p=-001, and when they played as opponents, t(16)=-5.63, p<.001.
More specifically, participants reported higher levels of competence
for the high warmth robot (Partner: M=4.76, S.D.=1.52; Opponent:
M=5.71, S.D.=1.26), in comparison to the low warmth robot (Partner:
M=3,0, S.D.=1.17; Opponent: M=2.53, S.D.=1.18).

9 DISCUSSION

In this paper, we examined whether stereotypes affect the way we
perceive and respond to robots in a social group situation involving
more than one robot and more than one person. Our goal was to
analyze how different levels of warmth and competence displayed
by the robotic agents can intertwine to create an holistic stereotype
of the robot, and also evoke different emotional responses from
users. Furthermore, we also analyzed the role of the warmth and
competence displayed by the robot in the participants’ future inten-
tion to work with robots, as well as their recollection of the levels
of warmth and competence displayed by the robots. Overall, our
results seem to support several of our hypotheses. More specifically:

9.1 Robot’s Role and Display of Warmth and
Competence

9.1.1 H1and H2. In the current study, participants were able to
recognize robots displaying high and low levels of warmth through
the verbal utterances. However, our results only partially verified
our hypotheses and it was interesting to find an an effect of the
level of competence on the perceived level of warmth of the robot.
The fact that the low competent robot was perceived as being
warmer than the high competent robot might have been due to a
compensation effect on the participants’ appraisal of the robot (viz.
groups perceived low on one dimension, are often evaluated high
on the other, due to the participants’ assumption that the target
of the stereotype must have some redeeming qualities, similar to
what was observed by [37]). However, when comparing the low
and high competence robot in terms of perceived warmth, the low
competence robot was perceived more favorably. This is in line with
the interpretation of social goals [21], the low competence of the
robots might have been interpreted as incapable to pursue harmful
intents, and thus judged more positively in terms of warmth than
the high competent robot. Furthermore, this finding hints at the
existence of an halo effect in robots’ perception, in which high
warmth robots are associated with other positive traits, in this case,
competence.

Despite conceptual independence, appraisals of warmth and
competence have been found to interact in previous studies, with
groups that are described as being high in one dimension (e.g:
warmth), also being increasingly better evaluated in the alternative
dimension (competence). Overall, these results suggest some am-
bivalence in stereotypes when comparing group’s levels of warmth
and competence [37].

9.1.2  H3. Furthermore, and in line with our hypotheses, the role
played by the robot (partner vs. opponent) seems to have affected
the judgments of warmth. When both robots display high levels
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of warmth, the robot playing as a partner is perceived more fa-
vorably in terms of warmth in comparison to the robot playing as
an opponent, suggesting an positive ingroup bias. However, when
comparing robots displaying low levels of warmth, this relationship
is inverted, thus suggesting a form of a black-sheep effect, in which
members of the ingroup (in this case, a partner) that do not exhibit
a social expected trait (high warmth) are judged more severely than
members of the outgroup [42].

Additionally, when considering competence judgments, we ob-
served that when both robots display low levels of competence,
the robot playing as partner was judged to be less competent than
the robot playing as opponent. This might have occurred by an
increase in the salience of the trait of competence when both the
individual and the robot were trying to collaboratively achieve the
same goal or by the cumulative effect of the low (and in this context,
undesirable) levels of warmth and competence.

9.2 Emotional Responses

9.2.1 H4. In the condition in which both robots displayed high
warmth, participants admired more the robot with a low level of
competence in comparison with the robot displaying high levels
of this trait. This is incongruent with the predictions of the SCM,
which state that admiration is linked to groups perceived as high
in both competence and warmth. A possible explanation for this
result might have resulted from positive assessments associated
with incompetent agents. Previous studies have, to some extent,
suggesting that incompetent-like behavior (e.g: cheating [52] or
making mistakes [43]) by robotic agents can have a positive effect
in robot evaluation as it increases likability (see Pratfall Effect [3]).

Nonetheless, when both robots displayed low levels of warmth,
higher levels of admiration were directed at the high competent
robot. Suggesting that the level of competence only has an effect
in predicting admiration towards robots, when both robots display
low levels of warmth.

9.2.2 H5. Regarding the feeling of pity, our hypothesis was par-
tially verified. In particular, participants reported higher levels of
pity towards robots displaying high levels of warmth (as expected).
However, we found no difference in this variable considering the
level of competence displayed by the robot.

9.2.3 He6. For contempt we were able to find differences in the
judgments of the robot playing the role of a partner, indicating
that contempt was felt stronger towards the low warmth robot that
towards the high warmth robot. This is partially congruent with
predictions from the SCM given that it predicts that contempt is
associated with groups perceived as low in warmth. However, no
differences were observed between the low and high competence
robot. This result suggests that in HRI, the feeling of contempt
is primarily associated with the level of warmth displayed by the
robot and not to its’ level of competence.

9.24 H7. Regarding the envy felt towards the robots, no effects
of warmth, competence or the role played by the robot were found.
As far as the authors are concerned, no previous studies have con-
sidered the specificities of feelings of envy directed at robots, nor
what are its’ social determinants. In our case, we hypothesize that
the lack of effects found on this variable might be due to a floor
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effect, given that the levels of this feeling reported by participants
were very low.

Overall, the warmth displayed by the robot seemed to be a
stronger predictor of the participant’s emotional responses towards
robots than robot’s competence (specially for pitty and contempt;
emotions associated to low levels of competence in the original
model), which is interesting considering that the context was com-
petitive, a situational factor that could have contributed to make
the competence stereotypes more relevant for participants’ goal
achievement (win the game). However, when considering feelings of
admiration (associated to high levels of competence in the original
model), participants’ responses were determined by an interaction
between warmth and competence.

9.3 Future Intention to Interact and Recall of
Perceptions About Robots

9.3.1 H8and HY. These hypotheses were verified. Regardless of
the level of warmth, participants preferred to interact again with
the high competence robot and when both robots displayed similar
levels of competence, participants showed a preference, in terms of
future intention to interact, for the high warmth robot. Addition-
ally, we also observed that participants show a higher intention
to interact again with the robot displaying high warmth (and low
competence) than with the robot displaying high competence (and
low warmth), suggesting that warmth plays a more pivotal role
than competence in predicting future intention to interact with
robots.

9.3.2  H10. Finally, this hypothesis was also verified. In our study,
participants’ recollections about the levels of warmth and compe-
tence displayed by robots were congruent with the levels of these
traits displayed by the robots. This suggests a degree of stability in
the stereotypical perceptions about robots that is maintained even
after the interaction.

9.4 Limitations

Past research on HRI has suggested that cultural congruence be-
tween the robot and the user can improve some relational outcomes,
such as likability and request compliance [58]. As such, the fact
that Sueca is a traditional Portuguese card-game and as a result
holds a cultural load, might have had a positive influence in the
overall robots’ perception. Unencumbered, we opted for this task
because it provides an interesting scenario in which we can analyze
small group interactions between humans and robots and because
the predictability of game events (and the emotional and behav-
ioral responses associated with it) allow us to develop autonomous
robotic agents that can interact in these contexts. In this context, it
is also important to consider a possible novelty effect, which over a
short period of time, can cause atypical patterns of interaction [8].
Moreover, we used a single-item scale, however the reliability of
our results could have benefited from the use of multiple items.
Despite these limitations, we contribute to the literature in HRI
by establishing an initial understanding of how the content of
stereotypes is related to the emotional responses and future in-
tention to interact again with robots in a group context. Previous
research has demonstrated the pivotal role of stereotypes in group

interactions, as well as its’ instrumental role in predicting behav-
ioral and emotional responses to other individuals. In this paper, we
propose the usefulness of these constructs in predicting emotional
responses towards robots and we demonstrate its’ effects in a group
social interaction HRI setting.

10 FUTURE ENDEAVORS

Social robots are expected to keep growing, not only multiplying
in numbers, but also acquiring increasingly more developed social
skills and taking on more complex social roles [40]. As such, it
is important to build a firm understanding of how humans and
robots interact in social groups [38]. Following this line of thought,
the content of stereotypes that people have towards robots seems
to be a determinant factor to take into consideration. As such,
future studies aimed at studying the role of stereotypes in HRI
should include efforts directed at verifying the generalization of
our findings across different contexts and analyzing the behavioral
outcomes associated with each quadrant. This is of a particular
importance given that is a well established fact that responses to
robots are prone to multiple context related factors (e.g: culture)
[38]. Furthermore, we would like to call for more studies analyzing
the specific context of small groups overall, and in specific the role of
different relational dynamics (e.g: collaboration and competition).
We believe that this approach has the potential to significantly
contribute towards the increased successful development of robots
that can act and collaborate based on the assumption that work
is generally performed by a multitude of individuals, and thus "...
open [the] possibility for robots to better support teamwork through
more social roles" [38] (p.4).
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